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Abstract—This paper defines and analyzes a simple robot with
local sensors that moves in an unknown polygonal environment.
The robot can execute wall-following motions and can traverse
the interior of the environment only when following parallel
to an edge. The robot has no global sensors that would allow
precise mapping or localization. Special information spaces are
introduced for this particular model. Using these, strategies
are presented for solving several tasks: 1) counting vertices,) 2
computing the path winding number, 3) learning a combinatorial
map, called the cut ordering, that encodes partial geometric
information, and 4) solving pursuit-evasion problems.

I. INTRODUCTION

Imagine designing motion strategies for a simple, low-
cost, differential-drive robot. The main objective in tipiaper
is to investigate what kinds of global information can be
learned and what kinds of tasks can be accomplished with
as little sensing and actuation as possible. In a planagoind
environment, wall-following is a simple operation that is
easily accomplished using a contact sensor or short-range (®)
infrared sensor. Suppose the walls are polygonal and thaet ro_ﬁi_g. 1. (a)_The robot can execute tr_\ree movements: foIIowiagAtb_\II wh_en
approaches a vertex. I the nterior angle at the vertexdatgr 515,14 EoLLow) olouing ton the et (oL ow) and umping
than 7, then it is possible for the robot to move past thgas a sensor that can distinguish between being in the dntet a convex
wall by continuing to travel in the direction that the wheelgertex, at a convex vertex, or in the interior of an edge.
are pointing. This case is calledraflex vertex See Figure
1(a). These assumptions lead to a motion model that allows
following walls and occasionally extending beyond the wall
until another wall is contacted. Suppose that sensors canmedifications. The entire hardware consists of: 1) baterie
used to determine whether the robot is at a reflex vertexc@nnected by wire to two independent motors, each of which
convex vertex (interior angle less thai), the interior of an drives a wheel, and 2) a binary force sensor connected to
edge, or the interior of the environment. This is shown i@ Stiff whisker, which is used to switch off power to one
Figure 1(b). The robot has no sensors that can measuregre#igeel when the whisker is pressed. No digital or analog
distances or angles. circuitry is used (only wires connect the motors, battery,
Such a motion model is realistic for many low-cost, widelgnd sensor). By switching the default wiring, we modified
available platforms, such as iRobot Roomba or Lego NXT. e mouse so that it has two operation modes: 1) when the
demonstrate the model, we purchased a Tamiya 70068 Wahisker is depressed, it turns slightly left, hugging a wall

Hugging Mouse for $15 US (see Figure 2(a)) and made minafd 2) when the whisker is not depressed, it moves straight.
We performed several experiments in polygonal environment
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Il. RELATED WORK

At the highest level, there are numerous efforts in robotics
literature that attempt to accomplish tasks with as litdesing
as possible. Examples include sensorless manipulatio [16
[20], [22], [25], [49], bug strategies [32], [33], [40], [$Cand
gap navigation trees: [38], [54], [28], [75]. On-line exption
strategies make simple motion models and try to reduce the
amount of memory or total distance traveled [6], [13], [14],
[23], [24], [34], [35], [51], [60], [66].

Most of these works that aim at understanding minimal re-
quirements involve defining and analyziitgormation spaces
associated with the sensing and actuation models (see [41],
Chapter 11). The general idea is that the space of sensing and
actuation histories can be compressed into smaller sphaes t
are used for filtering and planning, without requiring fukte
estimation. The basic concept of an information space can be
traced back to work of Kuhn [36] in the context of game trees.
There, the nondeterministic information state is refeteds
an information set After spreading throughout game theory,
Fig. 2. (@) A simple robot (costing $15 US). (b), () Two framésvideo the concept was also bgrrowed 'lnto stochastic control theor
thai shows the robot moving along a polygc.malywall and “jumpifigm a (see [4], [37]). The terminformation state I-state for short,
reflex vertex. is used extensively in [1] in the context of sequential and

differential game theory. For further reading on inforroati

spaces in game theory, see [1], [59]. In artificial inteltige

literature, |-states are referred to éelief statesand are
paper. Before these are presented, related literature @sid bparticularly important in the study of Partially Obsenabl
definitions are provided in Sections Il and lll, respectvel Markov Decision Processes (POMDPSs). In robotics liteeatur
Following this, Section IV shows that the robot can accosipli they have been calledyperstated26] and knowledge states
two simple tasks: counting the number of vertices and det¢p1]. Concepts closely related to I-spaces also appear as
mining the number of times the robot “wrapped around” thgerceptual equivalence class@s [18] and theinformation
boundary. It is furthermore established thatebble(common invariants in [17]. Information spaces were proposed as a
in on-line exploration [3], [7], [17]) is required to accofigh general way to represent planning under sensing uncertaint
these tasks. in [2], [43], [44].

Section V considers a combinatorial mapping and localiza- There are numerous related works on localization, mapping,
tion problem. Thecut orderingis introduced, which is a new or both, often referred to as SLAM (Simultaneous Localati
map that encodes precisely the geometric information thiat cand Mapping). Most of this work focuses on exploring an
be learned using the simple robot. We introduce a strateiijormation space that represents probability distritmsiover
that learns the cut ordering using a quadratic number oftrotl possible configurations and environments [8], [9], [11]
motions in terms of the number of polygonal environmerd5], [53], [62], [74], [77]. Aside from our previous paper
edges. By building on the cut ordering, Section VI considefg8], the most related work is [70], in which tlembinatorial
the pursuit-evasion problem, which involves systemadsicalvisibility vector (cvv) is introduced as a sensing models that
searching for an unpredictable moving target in the enwllows a minimalist robot to count the number of holes in
ronment. This problem is considerably difficult because t/@n unknown polygonal environment. The model indicates the
environment is unknown, the robot cannot learn its preciseimbers of environment vertices that are visible betweeh ea
structure, and it must pin down an elusive moving target. Wiepth discontinuity when performing an angular sweep. The
introduce complete strategies for models that equip thetrolinformation is combinatorial; however, the sensing range i
with moderately more powerful sensors, which still cannsetnbounded. In Sections IV and V, we will consider localiza-
measure distances or angles. Completeness means that tibrand mapping problems using sensors that have only local
solution exists, the algorithm must find it; otherwise, itshu range (for example, contact sensors).
report failure. We also introduce a strategy for the casdeft Although mapping and localization is an important, basic
weakest sensors; however, it may or may not be completgeration, we often want robots to solve more complex tasks,
It is based on conservatively approximating the pursuiusta such as tracking or searching for moving targets. Section VI
at every step, which leads to strategies that are guarameedddresses a pursuit-evasion problem that involves finding a
find any and all unpredictable evaders. Finally, Section Vunpredictable moving target in an unknown environmentgisin
describes numerous interesting questions and open prsblear robot with weak sensing and motion capabilities. Ptwsui
that are based on models considered in this paper. Partsof #vasion problems in general were first studied in diffeggnti
work appeared in preliminary form in [78]. game theory [1], [29], [30]. Pursuit-evasion in a graph was




introduced in [63], and related theoretical analysis app@a angle greater tham). The touch sensok, : X — Y, yields
[5], [39], [52]. Visibility-based pursuit-evasion was intluced an observation that correctly determines which of these fou
in [72], and the first complete algorithm appeared in [45kets containgz,,y,). The observation space is

An algorithm that runs inO(n?) for a single pursuer in a

simple polygon was given in [61]. Variations that consider Y; = {INTERIOR, EDGE, CONVEX, REFLEX}. (2)
curved environments, beams of light, and other considerati

appear in [10], [12], [19], [42], [48]. [56], [68], [69], [11 The second sensor mappinggbble sensgrconsiders the

g 1 : : DR -~ position of the robot and the pebble . The pebble sensor
[73], [76]. Pursuit-evasion in three dimensions is disedss hy : X — {0,1} indicates withh,(x) — 1 if the robot and

[47]. Versions that involve minimal sensing and no prioregiv pebble positions are identical; otherwige,(x) — 0. These

map are most closely related to Section VI: [28], [31], [65]t\/vo sensors are combined into a sinal -
[67], [78]. _ ; gle sensor mapping
X — Y; x {0,1}, which yieldsy = h(z) from anyz € X.

An action spacd’ is defined to model robot motions. Each
action v € U causes the robot to move until some internal
A. State, Action, and Observation Spaces termination condition is met. This results in a set of digere

The robot is modeled as a point that can translate and rotatagesin which stage = 1 is the initial stage, and stage= k
in a simply connected polygonal environment. The configuré the resulting stage aftér— 1 actions have been applied. A
tion space of the robot iSF(2), in which each configuration state transition functionf : X x U — X is defined, which
is represented byz,, y,, 0), with (z,,y,) € R? as the robot yields a new state:, 1 whenu;, € U is applied from some
position and? € S* as the orientation. It is assumed that the;, € X.
environmentE C R2, an obstacle-free region, is the closure For the robot model in this papet] is defined as the set
of a simply connected, bounded, polygonal open set. Théthe following actions (the first three were shown in Figure
environment is unknown to the robot; therefore ddie the set 1(a)).
of all possible environments. LétE’ denote the boundary of 1) + = RFoLLOW, which traverses an edge in the coun-
E € £. Note that eacl’ € £ can be encoded by specifying the terclockwise direction until either the next vertex or
vertices alon@FE in cyclic order. We make a general position the pebble is reached. This action can only be applied
assumption by restricting only to include environments that when the robot is making contact with®, and during
contain no three collinear vertices. execution, the edge transversed is to the right of the

In addition to the robot, the environment may contain a robot.
pebble which is a special point that can be detected and moved?) « = LFoLLOw, which traverses an edge in the clock-
by the robot. This will help the robot to recognize when it wise direction until a vertex or the pebble is reached.
revisits a place. If the robot and pebble positions are idaht Analogously torRFOLLOW, the edge is to the left of the
then the robot may or may not be carrying the pebble. Let  robot, and the robot is in contact withF.

Q = {0,1} represent the set of values for a state variable  3) « = Jump, which is applicable only from a reflex vertex.
in which ¢ = 1 means that the robot is holding the pebble;  Assume that the robot arrived at the reflex vertex after

IIl. BASIC DEFINITIONS

otherwise,q = 0. traversing a wall. Whem = Jump is applied, the robot
Let X be the state spacewhich encodes all possible continues to move straight into the interior &F until

configurations for the robot and the pebble in the envirortmen JF is hit again.

Possible configurations of the robot are a subsef £Y2), 4) uw = GRAB, which picks up the pebble, enabling the

whereas for the pebble are a subseRef If E were given in robot to carry it. This action can only be applied if the

advance, then a reasonable choice for the state space would robot and pebble are at the same position.

be X c SE(2) x R? x Q, which could be parametrized in 5) 4 = proP, which places the pebble at the current robot

particular asX = E? x S* x Q. For the problems in this paper, position.

however, the environment is unknown and properties of it areg) + = INIT, which applies from any configuration and

discovered as the robot moves. Therefore, the state space is terminates whenever the robot reaches any vertex of

defined as: OE. Imagine the robot uses a standard differential-
X CSEQ)xR*xQxE. (1) drive mechanism. The robot can move straight from the

interior of £ until a wall is hit and then follow the wall

in an arbitrary direction (sagrFoLLOW) until a vertex

is reached. Assume that once the vertex is reached, the

wheels are pointing in the direction parallel to the wall

that was just traversed.

For a particular state, we require that both the positiorhef t
robot and the pebble to be inside the environment.

The robot sensors are modeled as follows. ketbe an
observation spacgewhich is a set of possible sensor readings.
A sensor mapping. : X — Y is defined that indicates what
the sensor is supposed to observe from state X. Two )
sensors mappings are defined. For the first one,tdoeh B. Information Spaces
sensor consider the robot's positiofiz,,y,) € E. Every Although we assume that the stadpaceis known, the
environmentE can be partitioned into four sets: 1) the interioparticular state will be, in general, unknown to the robot.
of E, 2) the interior of an edge alongF, 3) a convex vertex Therefore, we need to be precise about what information the
(interior angle less tham), and 4) a reflex vertex (interior robot has available. In general, such information is catlad



information stateor I-state for short. For further details and A. Determining the Winding Number
alternative formulations of information spaces, see G#abt  The first task is to determine the number of times that the
of [4_1]- ) ) ] ) robot haswrapped around OF. This is called thewinding
This most direct and basic I-state will be called tstory . mber and is the number of times the robot has traveled
I-state and is defined at stageas around9E by systematically eliminating all reversals. In a
Mo = (U1, U1, Y1, - - Uk, (3) continu_ou_s s_etting, this is obtained by_tal_<ing the shortest
. . i _path within its homotopy class. The winding number can
which is simply the sequence (or “memory”) of all actionge positive, negative, or zero. A positive winding number
taken and observations received up to stag@&he set of all ,eans that the robot wrapped counterclockwise arciifg
possiblen,, for all possiblek is called thehistory I-spaceand 5,4 negative means clockwise.
is denoted byZys;. - _ We now introduce derived |-spaces to compute interesting
Although 7y, is natural because it arises directly fromyistics based on the history I-state. For thisulet U be the
the problem, it is difficult to analyze, due in part to the &ne 4.tion applied at stage Foru;, leta; = 1 if u; = LFOLLOW
growth of I-state components with respecttdThis motivates , _ _1'if ... — rroLLow anda: — 0 otherwise. ’
the construction of mappings that attempt to projégi,, The I-map )
down to a “smaller” space that will be more manageable for k-1
analysis and computation. L&t.,. be any set and consider a k1 (k) = Z |a] (6)
mappingx : Znist — Zger- IN generalZ,.,. is called aderived i=1
I-spaceand r is called aninformation mappingor I-map jngicates the total number of edges traversed by the rofat. T
Ideally, Zy. and « should be chosen so that amformation  yignt side refers ta;, which is derived from;, and is included
transition functioncan be defined: in 7, the argument to:;. Note thatx;, can be implemented
recursively as a filter:
K(Mk+1) = faer (K(Mk)s Wi, Yrt1)- (4)
This means that<(n;) can be computed incrementally K1(Mk+1) = £1(nk) + lax, (7
without storing elements af;;s;. The derived I-state:(n), which is in the form of (4). Hence, it is possible to “live”

which is usgally smaller, can be us.ed together wifhand in a derived I-space that indicates only the number of astion
Yr+1 10 obtainn,1. An example of this occurs in the Kalmant

. X . ) ) 3ken.
filter, in which the current mean, covariance, action, an

. - - The I-ma
observation are sufficient for obtaining the new mean and P E—1
covariance, rather than referring back to the completetyist ro (M) = Zai (8)
I-state. In one trivial cases is the identity function, which o1

yields yields the distance traveled after eliminating all revix.sahis

Mot = Fhist (1, Wes Yh1), () is called thecombinatorial distanceand is the number of
based on simply inserting, andy; 1 into 7, to obtainy,,,. €dges in the shortest path among all those homotopic to the
If a mapping of the form in (4) exists, then a kind of filteractual path taken by the robot, with the start and end points
can be made that essentially “lives” M., rather thartZ,;,,. fixed.
The goal in the coming sections will be to chodgg, and  If y; is the observation at stage i, then lef = 1 if the
 carefully so that the derived I-space can be analyzed apebble is detected, and; = 0 otherwise. The I-map
the derived I-states contain information that is sufficiéort

solving a specified task b
gasp ' ra(me) = > w; )
i=1

IV. COUNTING WINDINGS AND VERTICES

Now we consider basic filtering problems, which include¥
determining simple properties of the robot path and tHe
environment. The concepts in this section are somewhat . - .
straightforward; however, they serve to illustrate thentecal Proposition 1 The winding number at stage > r4 (1) is

elds the number of times the pebble has been contacted. Let
(n) be the smallest for which w; = 1.

definitions and concepts of Section IlI, which are criticat f given by
later sections. k-1

We consider a model in which only the actiomsiT, ks(me) = Y wilaio1 +a:)/2, (10)
RFOLLOW, and LFoLLOW are available, and that the pebble i=r4(ni)+1

is_ fixed at some vertex. This brings a cogple of restricf[ionﬁsing the pebble location as the base point.

First, the robot can sense the pebble, but it cannot manégula

it. Second, it can move from vertex to vertex, but cannot junfroof: Consider a path that monotonically traverseg

and cannot determine whether a vertex is convex or reflex. dounterclockwisen times, starting and stopping from a vertex
simplify the expressions below, assume that in an initagjst other than the base point. The terfm;,_, + a;)/2 yields 1

i = 0, ug = INIT is successfully applied so that robot iguring the entire execution. Each time the pebble is crgssed
already at a vertex of’. w; = 1. The pebble is crossedh times, and (10) therefore



yields the correct winding number. Now suppose that theroof: Consider an infinite sequence of regular polygons
monotonic path starts and stops at the pebble. The sum in (kD)which the number of vertices increases incrementally
does not count the first pebble contact; however, the ladilpebfrom n = 3. Imagine that we place the robot in one of the
contact is counted once; hence, the correct winding nunsberégular polygons, without indicating which one it is. The
obtained. By similar arguments, a clockwise monotonic patbbot is capable of taking counterclockwise or clockwise
yields —m because(a;—; + a;)/2 yields —1 each time the steps along)E, but it has no additional information that it
pebble is crossed. can use to infer which polygon it is traveling in. Hence, it
Now consider non-monotonic paths. If a reversal occucsinnot count the number of vertices or the winding number if
at the pebble, thefa;_1 + a;)/2 yields 0, which is correct presented with this sequence of possible environmentseSin
because the pebble was not crossed. If a path crossestttig sequence is a strict subset&fit is not possible for the
pebble counterclockwise and the next crossing is clockwigebot to compute the winding number or count the number
then the corresponding two terms in (10) cancel, onad environment vertices. [ |
again preserving the correct winding number. After all such
cancellations occur,x5(n;) reports the correct winding

number. n V. LEARNING THE ENVIRONMENT STRUCTURE

This section considers what can be learned about the
) i environment using the actuation and sensing model defined
B. Counting Polygon Vertices in Section Ill. We now use the complete set of actions, the
Now suppose that the robot needs to count the numBench sensor, and the pebble sensor. We introduce a new
of vertices that lie along9E. One possibility is to move combinatorial map, called theut ordering which precisely
counterclockwise until the pebble is encountered twice aeBlaracterizes what can be learned about the environment and
make an |-map that subtracts the stage indices at which th@wv the robot can localize itself combinatorially.
pebble is contacted. To make the problem more interesting,
consider how to make an I-map that does not constrain the .
robot to a particular path but allows it to nevertheless rinféA" The Cut Ordering
the number of vertices. In this case, a kind of passive fiter i Consider the paths traversed by themp action from

obtained for obtaining the vertex count. Section Il and Figure 1(a). Each path can be viewed as a
As an intermediate step, define directed segment that starts at a reflex vertex and ends at a
1 point onaE. Each such segment will be referred to asug If
o () = Z o (11) the robot is following the wall to the left (theroLLow action)
6\7k v before Jump is applied, then it is called &ft cut Suppose

i=ra(me)+1 that the vertices alongE are enumerated from; to v,, in

which indicates the combinatorial distance relative toftret counterclockwise order. For a reflex vertex the terminal
encounter of the pebble. Let; () be the minimumi < k£  point of the left cut onOE is denoted ag; and is called the

such thatss(n;)xe(n;) # 0, or O if there is no such. cut endpointSimilarly, if the robot is following the wall to the
right and jumps, then gght cutis obtained. The cut endpoint

Proposition 2 Let i = rr(n;), and ks(n,) = |ke(n;)]. If 1S denoted as;. See Figure 3 for a simple example. Note that

rks(ne) # 0, thenks(ny) is the number of vertices iAE. every cut endpoint izisible from its associated reflex vertex.

Two points inE are said to be (mutually) visible if the line
Proof: If ks(ng) is zero, then either the combinatorialsegment that joins them is completely containedzin
distancesg(n,) from the first encounter of the pebble is The set of all cuts off together withdE, is calledthe
zero, or the winding numbegs(n;) is zero. The first time cut arrangement of£. The combinatorial structure of a cut
ks(nk)ke(ne) is different from zero occurs when the robotarrangement is determined by the order in which the cuts
encounter the pebble after winding arout\ exactly once, intersect in the interior ofZ, and by the order in which the
and the result follows. B endpoints of the cuts appear dF.

The general position assumption introduced in Sectiodlll-
guarantees that no cut endpoint lands on another vertekigt t
point, to simplify further presentation we also assume tiat
two cut endpoints land on each other. This implies that atpoin

A pebble was used in the models above because the roppHE cannot be collinear with two or more edges, if a cut
cannot solve the tasks without it (assuming the rest of tRenanates from each of the edges.
model remains fixed), as established by the following propo-Let A7 be the complete collection of all vertices and all
sition: endpoints of cuts from reflex vertices. If an environment

boundary has: vertices,m < n of which are reflex, therd/
Observation 3 Without a pebble, it is impossible to computeontainsn + 2m points. Thecut orderingof an environment
the winding number or count the number of environmeri is the cyclic permutation ofd/ that is consistent with
vertices. the ordering of all points inV/ as they appear alongE in

C. Termination Issues
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Fig. 3. An environment that has two reflex vertices and fouoeissed cuts. Fig. 4. The cut diagram indicates which cuts intersect, budoes not

preserve the combinatorial structure of the cut arrangeridmg.segments in
(a), which is a partial cut diagram, intersect differentlgrfr the actual cuts

counterclockwise order. For the example in Figure 3, the cfjt: Which is shown in (b); note that in (aji, passes to the left of the
order'ng is ’ ! intersection of the other two segments; however, in (b), titeesponding cut
| |

passed to the left.
(v1,v2,v3, l5, 72, V4, V5, V6, Lo, T5). (12)
. _ . . along OF alternates between or s’ andt or ¢'. Examples
Since the ordering is cyclic, it can be equivalently expeelssare(s t,s',¢') and(s, ¢, ', t). If the cyclic ordering obtained
by starting from any element af/. Furthermore, the vertex by tre{vélir;g around?’E’is’(s o.t,¢'), for example, then the
numbering overdE is arbitrary. Assuming that vertices arégegments do not intersect. Likewise, the intersectionsaobp
named consecutwgly In counterclockwsel order fromFo of segments in the cut diagram are completely determined
vn,.there aren possible ways to name v_ert|ces dept_endmg %om the cyclic ordering of endpoints around the circle.cgin
which vertex is calleds;. Two cut orderings are said to beye o diagram preserves the cyclic ordering of endpoints

equivalentif the cyclic ordering is preserved after relabeling:.dOng O, the cuts intersect i if and only if they intersect
the vertices. For example, if in Figure 3 we relabglto be in the cut diagram -

v1 and enumerate the other vertices in counterclockwise prder

then (12) becomes Note however, that the cut diagram does not recover the full

combinatorial structure of the cut arrangementtbfin other
(01, 63,76, v, V3, Va, L, 73, s, V). (13)  words, the cell decomposition induced by the cut arrangémen

This can be made more similar in appearance to (12) Bges not necessarily correspond to the cell decomposition
cyclically shifting each index by two to obtain: induced by the cut diagram. An example is shown in Figure 4.

(14) B. Derived I-Spaces

If two cut orderings are not equivalent, they are catiéstinct ~ SUPPOse that some actions have been executed by the robot
The cut ordering can be visualized geometrically by definir@'d SOme sensor observations have been obtained. Rfter
a cut diagramas shown in Figure 4(a) for the polygon instages, this r.esults in a history I-statg as given in (3). To
Figure 4(b). Take the points if/ and point them around acgnstruct derived I-spaces, recall the_ state space SE(2) x
circle in their proper cyclic order. Connect each reflex eert ™ x P x €. Based oy, we would like to reason about the
v; with a line segment to each of and r;. This clearly set of possible current stateg € X. It turns out that the cut
identifies some points alon@E that are mutually visible. The Ordering provides a convenient way to characterize thetse se
cut diagram is closely related to other structures for emgpd  Recall the collectiort” of all environments, as defined in
geometric information in polygons, such as the visibilitagh Section lll. EveryE € £ has a unique associated cut ordering,
[55], [57], the chord diagram [72], the visibility obstrimn ©NCe the equivalence described in Section V-A is taken into
diagram [46], and the link diagram [19]. account. LetC denote the set of all possible distinct cut
Note that the cut diagram indicates segment crossing inf@derings, for any. > 3 vertices andn < n reflex vertices.

mation from the original polygon, even though it is constedc Since eachk’ € £ maps to a cut ordering, it is natural to ask
entirely from the cut ordering: whether the mapping froréi to C' is onto. This is not the case,

as many cut orderings are not realizable. For example, let a
reflex chainrefer to a sequence of consecutive reflex vertices
alongdE. By simple geometry, it is clear that the cut endpoint
of a vertexv along a reflex chain cannot appear between the
vertices of the same chain. The edges incident twock the
Proof: Consider any pair of segmentss’ and ¢/, with cuts.

distinct endpoints{s,s’,¢,t'} € OF. They intersect in the Note that for our problem, numerous environments have the
interior of E if and only if the cyclic ordering of the endpointssame cut ordering. The preimages of the mapping €otm C

(U57U67v13‘€3vrﬁa ’U27U37047‘€6a 7’3).

Proposition 4 For any environmentE, each pair of cuts
intersects if and only if their corresponding segmentsraeet
in the cut diagram.



partition £ into equivalence classes of polygonal environmentot know the ordering of the cut endpoints within an edge.
that produce the same cut ordering. Polygons within a claBs determine this ordering, a comparison operation can be
may have quite different scales, relative edge lengths, aexkcuted for each pair of cuts that have endpoints on the
angles between edges. same edge. For the first cut, its correspondingp action

Let the power set of’ be denoted ag,.,, which is a derived is executed and a pebble is dropped usbrpP at the cut
I-space under an I-map., : Znist — Zeo. TO definex.,, endpoint. For the second cut, its correspondiog P action
let keo(ni) be the set of all cut orderings that are consisterg executed. Following this, the robot executgsoLLow. If
with all of the data inn,. As will be seen shortly, the cut the pebble is encountered, then the first cut endpoint is to
ordering is incrementally constructed from by moving the the right of the second one; otherwise, the order is reversed
robot according to a specified plan. At any given timpastial
cut ordering has been learned. The set of all cut orderirtgs in
which the partial cut ordering can be embedded forms$n,). Proposition 5 The robot can learn the cut ordering associ-
Intuitively, x.,(nx) corresponds to all full cut orderings thatated with E using O(n?) actions andO(n) space, in which
could possibly be obtained by extending the current, dartia is the number of vertices iF.

cut ordering.

Therefore, a kind of localization and mapping problerﬁrOOf: Using Strategy 1, the number of actions is bounded
ove byO(n?) since there areé)(n) actions executed for

arises. The problem is to construct a sequence of actions zg
plan) that always results in a unique cut ordering, regardiePach cut and there are at masn) cuts. There are exactly

of the particular initial configuration or environmefit ¢ £, WO Cuts per reflex vertex; hence, the cut ordering and the

Expressed differently, the goal is to obtain, ()| = 1 after Strategy us@(n) space. =
some numbek of stages (the particuldgr may depend on the

This is clearly optimal in space, and it appears to be

initial state). ) . . :
asympotically optimal in the number of actions because the
robot has such weak sensors that it must traverse a linear
C. Learning the Cut Ordering number of edges to determine each cut endpoint.
Consider the following stratedy The next proposition determines whether the pebble sensor
is required for learning the cut ordering éf.
Strategy 1 Learning the cut ordering Observation 6 Without sensing a pebble, the robot cannot

construct the cut ordering.
Description: Initially, the robot executes\iT, drops a pebble . . ) )
Proof: As in Observation 3, there exist polygons for which

using DROP, and executes a sequence LGFOLLOW actions ) ;
until the pebble is reached again. As shown in Section 1€ robot cannot determine whether it has returned to a
In the present setting, consider any conve

the numbem of vertices can easily be counted. Furthermor@/€VIOUS Vertex.

the touch sensor can be used to determine the location of eB@fy90n- There are no cuts and no additional information
reflex vertex. Let the vertices be enumerated during exaayti 1@t can be used to recognize that the robot has returned to

starting from1 at the pebble, and 1eF(E) C {v1,...,v,} the initiql vertex after winding around the polygon boupdar
be the recorded set of reflex vertices of Hence, it cannot infer the number of verticesdiy, which

To construct the cut ordering, the robot needs to determilfeneeded to construct the cut ordering. o
where every left and right cut endpoint reach2g. The ) , ,
precise location need not be determined; however, the cuft S out that the cut ordering associated withis the
ordering requires determining only the cyclic permutatioWaXImum amount ofllnfor.matlon th‘?‘t the robot can gather
of all vertices and cut endpoints. For each € F(E), about reachable positions in the environment:
the robot must determiné; and r;. The method proceeds
inductively. To determiné;, the robot executes = LFOLLOW
actions until vertexv; is reached and then executesmp.
After arriving on OF, the robot executes a sequencerof
LFoLLow actions until the pebble is reached. The robot infes;oof:  consider the set of all possible action sequences,
that /; is between vertex,, 1 (modi) and v, ,m(Modi).  gpplied in some particular environme, together with the
Similarly, the location ofr; is determined by a sequence Ofoints in 2 reached. After each action, the robot terminates at
u = RFOLLOW actions to reach verte; followed by aJuMP 3 particular point along)E. Let Z be the set of all possible
action, and finally a concluding sequence rof RFOLLOW  hnsitions alongdE that can be reached by an action. The
actions to reach the pebble. elements ofZ correspond directly to vertices df and all

Based on the construction so far, the robot knows ony;t endpoints. Once the cut ordering has been learned, the
the edges on which the cut endpoints lie; however, it dogg; ordering predicts precisely which point i#@ will be

A . ) _reached by applying any action sequence from any initial
We intentionally use the worstrategyrather tharalgorithmto emphasize

that the statelt, robot position, and pebble position) is unknown to the tpboPOSITION IN Z. _Thus’ no “surprises” can be obtained by
therefore, it is not amnput to an algorithm in the usual sense. further exploration. The sensors are not powerful enough to

Proposition 7 Once the cut ordering has been learned, no
additional combinatorial information regarding the cut-ar
rangement off can be obtained.
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Fig. 5. For the given environment, the cut diagram with all loé tcuts
generated by our program, is shown on the left. V(CL’p, yp)

. . . . . . Fig. 6.  When the robot is at some positi¢ny,, y,), the detection sensor
learn any information regarding precise distances; theeef yetects the evader i it lies in the visible regidi{zp, yp) C E. The shadow

the ordering of points inZ along OF is the most that can region S(z;, ) is the complement, which corresponds to places where the
be obtained. Therefore, the cut ordering corresponds to fy@der cannot be detected framy, yp).
maximal amount of combinatorial information about the cut
arrangement ofZ. . .
B. Solution Using a Gap Sensor

The strategy was implemented in simulation, and a com-The planning problem is complicated by the challenge of
puted example is shown in Figure 5. maintaining the status of the pursuit as the robot movess Thi
corresponds to computing a derived I-state that indicdtes t
set of states that are possible given the history I-statés Th
section gives the robot a sensor that enables it to exactly

Now consider the challenging task of winning a pursuithaintain the status and leads t@@mpleteplanning strategy.
evasion game. The robot is mursuerthat must find one or This means that the strategy computes a solution if onesexist
moreevadersthat are initially hidden and move unpredictablytherwise, it reports failure after a finite number of steps.

throughE. The robot has all of the sensors and actions defind#€ given sensor is too powerful in this context; therefore,
in Section III. Sections VI-C through VI-E weaken the sensing requirement

until the robot is left only with its binary detection sensord
the sensors of Section IlI.
A. Extending the Models Suppose the robot is &k, y,) € E and letV(z,,y,) C E

An additional sensor is needed to detect evaders. For ndignote thevisibility region which is the set of all points visible

assume there is only one evader. The coming approach Wifi™m (Z»,¥»)- The evader is detected if and only(if., y.) €

actually find all evaders if there are many; however, therd (Zp: Yp). Let theshadow regionS(zy, y,) = B\ V (2, yp)
is no need to complicate the notation at this stage. Trt? the set of positions where the evader is undetected.d-&ur

evader is modeled as a point that starts at some unknowtPVS @ Simple example. One reasonable way to represent the

(ze,y.) € E and moves arbitrarily fast along a ContinuougrJursuit status would be to maintain the set of possible gidin
. dlaces for the evader. This means ti#tr,,y,) should be

time-parametrized path that is unknown to the robot. Thie std'ac€ . . .
space is extended from (1) to obtain partitioned into two regions: 1) places where the evadigit

be, and 2) places where the evadannotbe.

X CSE@2)xR2xR>x PxE. (15) Looking at Figure 6, it should be clear that $f(x,,y,)

is nonempty, then it must have a finite number of connected
in which we included an addition&? to representz.,y.) € components, given that evader moves arbitrarily fast. hese
E. A detection sensorh, : X — {0,1} yields hy(z) = 1 if be calledshadow componentimagine placing a label df on
and only if the robot positioniz,, y,) and the evader position each shadow component that might contain the evaderf)and
(ze,ye) are mutually visible in the particula € £. Note on the remaining shadow components. This is sufficient for
that the detection sensor provides no information about tbharacterizingany pursuit status that might arise. For every
structure ofE; it yields only a single bit of information. The shadow component, either all points are possible locafions
robot must rely on whatever information it can learn abbBut the evader or none of them are. There is no need for multiple
which is precisely the cut ordering from Section V. labels within a component. This observation forms the basis

The task is to compute a sequence of actions, callgid@ of the pursuit-evasion strategies in [27], [42].

that guarantees that the evader will be detected, regardfes To proceed further, some terminology is needed. Traveling
the particular environment, the initial position of the obb counterclockwise aroun@FE, the right cut of a reflex vertex
(pursuer), the initial evader position, and the path takgn lthat is immediately preceded by a convex vertex is called
the evader. a right inflection The left cut of a reflex vertex that is

VI. SOLVING PURSUIT-EVASION PROBLEMS



maintaining topological changes 81(z,,y,) requires sensing
the discontinuities, callegaps The precise distance and angle
Ib is not needed; it is only assumed that as the pursuer moves

v1 it can track the gaps (in other words, as the gaps move over
a time, it knows the correspondence between previous gaps and
current ones). For the split and merge events, it is furtioeem

(a) Appear (b) Disappear assumed that the sensor indicates precisely which gaps were
involved in the split or merge (for example, gapsand b
merged intoc).

The gap sensor can then be used to define a filter that
incrementally maintains the correct labels on the shadow
components. If a component disappears, its label disappear
along with it. If a component appears, it receive$ #abel
because the area was just visible and the evader cannot be
hiding there. If a component splits, the new components
receive the same label. The final case is more interesting. If
two components merge, then the new component receites a
label if either (or both) of the two components have dabel.

Note that if the same components are involved in a merge
followed by a split, then the labels may change frérand 1
to 1 and1. Thus, the evader can find new hiding places after

i

(c) Split (d) Merge

Fig. 7. The four types of events in terms of shadow components.

immediately followed by a convex vertex is called lgft €VEry merge.
inflection the dashed line in Figure 7(a) shows an example. We are now ready to describe a complete pursuit-evasion
Note that if both neighboring vertices of a reflex vertex glonstrategy based on the gap sensor:
OF are convex, then both of its cuts are inflections.

Now we define the important notion of a bitangent. A line
is tangentto a reflex vertex if it containsv and both edges Strategy 2 Pursuit with the gap sensor

incident tov lie on the same side of the line. Bitangentis a Descrintion: Assume that the pursuer has learned the cut
maximal line segment contained i, and whose supporting rption: P .
ordering using the Strategy 1. A derived I-spdtg, and

line is tangent at two distinct, mutually visible reflex vees, . . - 4 . .
9 y formation transition function will now be described (adic

sayv; andv;. Since a bitangent is a maximal line segment, it . .
endpoints are iIWE. Letb; ; € OF denote the endpoint of the s?;)tééi)e;\c;hp?)tgi%ihtgfet;cgIg\llvrlgge?rii {Eg%ﬁe:r’ daesrir?gd::)%ed
bitangent that is closest ta. Likewise, letb; ; € OF denote label of0 or 1 for each component o§(z,, y,). As described

the endpoint closest to;. Any bitangent can be divided into T
three segments, connecting: i), and, 2) b, andw;, and above, the_ labels indicate whether each shadow component
; may contain the evader.

3) v; andv;. The first two are calledbitangent raysand are Initially, all shadow components (or gaps) receivéabels.

illustrated by the dashed lines in Figure 7(c). - " . _
. y . 9 (©) The initial position, together with the label assignmemt;re-
Now imagine having a powerful sensor that detects when_a .
. . spond to an element df,,,. The planning strategy proceeds
topological change occurs ifi(z,,y,). If the pursuer moves

along a path, one of four topologicaventsmay occur in by exhaustively explorin@,.,. Consider traveling from any

. g ) k(M) € Zyap to anotherx(ny) € Z,,,. Based on the position
S(wp, yp) (assuming general position far). in the cut ordering and the action that was applied, the next

1) Appear: A shadow component appears, which is causgfbsition in the cut ordering is known. Furthermore, based on
by crossing an inflection as shown in Figure 7(a).  the labels assigned iny, the pursuer can use the gap sensor
2) Disappear: A shadow component disappears, whicly determine the resulting labels after moving to the new
is caused by crossing an inflection ray in the othgjosition. The strategy search&s,, until it finds any I-state
direction; see Figure 7(b). for which all labels ar@). The corresponding action sequence
3) Split: A shadow component separates into two, whicjyarantees that the evader will be detected regardless of it
is caused by crossing a bitangent ray, which is showiitial position or motion. The complexity of the search hned
in Figure 7(c). is exponential in the polygon size, in the same manner as for
4) Merge: Two shadow components merge into one, whicthe algorithm in [27]; however, in practice, the implemehte
is caused by crossing a bitangent ray in the oth@fgorithm appears to terminate much more quickly, even on
direction; see Figure 7(d). complicated examples (a behavior also observed in [27]).
The sensor will be called gap sensar as defined in
[41], [75]. The name has the following motivation. Imag-
ine sweeping radially to measure the distanced#d from Proposition 8 The systematic search ovéy,, of Strategy 2
(zp,yp). Every discontinuity in distance, as a function ofinds a pursuit plan for the robot whenever one exists; other-
angle, corresponds to a unique shadow component. Therefevise, it reports failure after a finite number of steps.
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this example,R; is the primitive obtained after the robot crossesto the
right. Likewise, L; is the primitive obtained after crossirfg to the left. (b)
Every reflex vertex divides E into three regions, based on whettiey, R;,
or neither is active. (c) and (d) show cases in which variafsdnd right
primitives are active

{{Rs, Rz, R1}}

Fig. 9. The partitions ofd(z,,y,) are shown from nine different locations.

to an inflection, as defined in Section VI-B. For each reflex
Proof: The set of possible positions in the cut orderingertexw;, if it has a right inflection, the associated primitive is
is finite. Furthermore, the set of all possible labelings @enoted byR;. Likewise, if it has a left inflection, the primitive
finite. Therefore,Z,,, is finite. Systematic search exploress L;.
every |-state inZ,,, that is reachable from the initial state. If (x,,y,) € F lies to the right of a right inflection, then the
Therefore, the strategy either finds a solution Zp,, or corresponding primitive is calledctive Likewise, if (x,,y,)
terminates in finite time after exhausting the reachableaublies to the left of a left inflection, the corresponding prire
of Zyqp. If the method does not find a solution, then nds also called active. Figure 8 shows cases in which varigfts |
solution exists because all possible action sequencesiede tand right primitives are active. Note that the complete $et o
and the pursuit status is correctly maintained at every. #lep primitives can be inferred from the cut ordering. Furthereyo
the setA(z,,y,) of primitives that are active fronfz,, y,)
can be determined from any position along the boundary of
the cut ordering from the reading given by the touch sensor.
Thus, A(z,, y,) is known after the completion of any action
RFOLLOW, LFOLLOW, Of JUMP.

Section VI-B described a clean solution to the pursuit- So far the discussion has characterized the appearance and
evasion problem; however, it is not fully satisfying beaausdisappearance of gaps from Section VI-B in terms of inflectio
the gap sensor seems much more powerful than the sensmossings. These crossings can fortunately be inferred fhe
of Section Ill. This section considerably weakens the sgnsicut ordering. The next challenge is to characterize theeffe
assumption and nevertheless results in a complete strategpfitting or merging gaps now that we do not have a gap sensor.
The idea is to introduce a sensor that indicates split afithe result of splits and merges will be encoded as a partition
merge information when a bitangent ray is crossed. Thi§ A(x,,y,), which is denoted as(A). This is illustrated in
model is much closer to information that is inferred usingigure 9. Recall from Section VI-B that crossing a bitangent
the basic model from Section Ill. As shown in Section Vinay cause shadow components to merge. A pair of primitives
the robot can determine which inflection rays were crossetay merge into one component, which may eventually merge
but it cannot determine which bitangent rays were crossado another component. Any shadow component obtained by
without additional sensing. Section VI-E presents a ptrsubne or more merges is calledcampound Every compound
evasion strategy that works without sensing bitangent, raysn be uniquely described by listing all primitives that ver
but it remains open to show whether the strategy is completeerged to obtain it. See Figure 9.

Consider the set of all possible shadow components ob-The example in Figure 9 involves onlisolated reflex
tained by varyingz,, y,) over all of E. There is a finite total vertices. For consecutive reflex vertices, the situatiatiggtly
number of distinct shadow components. Figure 8 shows devareore complicated, but not problematic. Figure 10 shows an
cases that lead to what will be callgdimitive shadow com- example in which there are two consecutive reflex vertices,
ponents, omprimitives for short. Every primitive correspondswv; and v,. When the pursuer is in positiom, primitive Lo

C. Solution Using a Bitangent Sensor
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62 Proposition 9 When a bitangent ray is crossed, the infor-
mation provided by the bitangent sensor is sufficient for
determining precisely which primitives split or merge.

Proof: To determine which primitives split and merge,
P/ P VU1 Vo the following procedure can be followed. First, determine
1 which of the two events (split or merge) of the primitives
°b associated withw; and v; occurs. This can be done using
the cut ordering by determining the direction in which a cut
is crossed (clockwise or counterclockwise). Without lo$s o
Fig. 10. An illustration of a sliding primitive. generality, assume that the bitangent ray crossed has ietslpo
atv; andb;;. Next, consider the two different intervals ot/
v3 v2 with endpoints ab; andb;;. Choose the interval that does not
contain v;. Determine the active primitives associated with
all of the reflex vertices lying in the interval. This is thesfir
set of the active primitives participating in the currentitsp
- b12,9 or merge. The second set contains all of the active prinsitive
lying in the intersection of an interval odE betweenuv,
andv; and an interval between; andb;;. Here choose the
intervals that do not contaih;;. The exact partition of the
u1 primitives within these sets into compounds is not deteeahin
yet, however, the two compounds resulting from the current
split or merge is now determined. |

V5
bo1oNg ———— —

v7 U8

V10 V11 V13

Fig. 11. When the pursuer crosses the bitangent ray, as shote iright,
the bitangent sensor indicates: 49 and v12 form the bitangent, 2)15 is

closer, and 3) the other bitangent ray ends betwesand vg. A complete pursuit-evasion strategy can now be described:

is active. However, when it passes to positigmote that the Strategy 3 Pursuit with the bitangent sensor

gap (boundary of the shadow component) makes a jump from ]

vertex v, to v;. This will be called asliding primitive. The Description: As in strategy 2, assume that the pursuer has

reflex vertexv,, which generated.,, is now in the interior !€amed the cut ordering. Consider the initial state. The se

of the shadow component. The shadow component that exidgs ©f initial active primitives is determined using the pursue

when the pursuer is 4t is essentially the same componenposition in the cut ordering. The partition of(z,,y,) into

as L,. Therefore, it can continue to be callég (rather than compounds and primitives is not known initially, but thisliwi

changing its name td.;). When using the gap sensor, thid!0t cause trouble. It can be assumed without harm that no

jump fromw, to v; was in fact not even detectable. primitives in A(x,,y,) are merged into compounds. Every
Now consider keeping track of the pursuit status, as doR@Mitive is initially given a label ofl to indicate that the

in Strategy 2. As before, there is a label @br 1 for each COrresponding shadow region might contain the evader.

shadow component. In Section VI-B, the shadow component is-€t <4 be the current active set, let(A4) be the current

expressed as a gap. Here, the shadow component is expreB&gfion. and let(r(A)) be the assigned labels.

as a set of primitives. Each shadow component is therefore>UPPOSe that the pursuer executes an actiGpLLOW,

expressed as a subset @{z,,y,), and all components of RFOLLOW, or JUMP. At the end of the action, it uses th_e
S(z,,y,) together yield a partition of(z,, y,) new position in the cut ordering to compute the new active
P ) .

In this section, the gap sensor is replaced byitangent set, A’. Any primitives that became active during the action

sensor Unlike the gap sensor, it cannot detect the crossifgecution are as&gne@ labels before considering any new
of an inflection: this is closer to the models defined if'€r9es: The detected bitangents are used to determineggqui

Section Ill. Thus, the appearance or disappearance of a & Htfs aFr;d mzrgeshthth t;ﬂle mlfde \l/vhefn goigg frmM)zto |
is not sensed, which is equivalent to being unable to serfs )- Regarding the labels, the rules from Strategy 2 apply.

whether a particular primitive becomes active or is deatdid. The 0 label is preserved in a merge only if both components

However, it is assumed that “perfect” information regagdan have the0 .Iabel. The pursuer position iq the cut qrdering,
bitangent is sensed. In particular, whenever a bitangsgnisra together with 4, W(A)’ andl(7_r(A))_, cons?ﬂtute a _de”"?d I.-
crossed, it is assumed that the pursuer immediately kndws: ftate_. The update_ Just described is the information triamsit
pair of reflex verticesy;, v, that contribute to the bitangent, 2) unction on a derived |-spacé.

which reflex vertex is closest, and 3) the location of the iothe Now tthat t?e mforrr;]atlon gansmg;s htavfg kcheenIdettetrmlned,
bitangent ray endpoint in the cut ordering. See Figure 11. any systematic search can be usedipi to find an I-state in

This information is sufficient for determining which activeWhICh all labels are).

primitives split or merge:

Proposition 10 The systematic search ovey,, of Strategy 3
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finds an strategy for the pursuer whenever one exists; other-For any pair,v;,v; € F(E), let C(i,5) be a predicate
wise, it reports failure after a finite number of steps. indicating that they satisfy Proposition 11. (4, 5), then

) ) v; andv; are called abitangent candidateNote thatB(i, j)
Proof: If the strategy records the pursuit status in exactly the,sjies (i, ), butC(i, §) does not necessarily impl(i, 7).

same way as Strategy 2, then clearly it is complete becayggy~» Even thoughy; and v; are in the right positions along
both would systematically explorg,.,. Although the new ,psor 4 pitangent, they might not be mutually visible.

strategy does not directly use the gaps, labels are insteag i pe convenient to make a notational convention
placed on elements of(A). Rather than maintaining the 98Begarding each paiv;,v; € F(E). SupposeC(i, j) for some
events, operations are maintained in primitives. The cdéer vi,v; € F(E). If v; € [v;,r:], then the bitangent is called
ing indicates which inflections are crossed, and hence Whiﬁhhtj-handed v e [6;, v:]. then it is calledlef-handed
primitives become active or non-active during executitis t note that if o EJ i, £:], then it cannot be a bitangent. If
is equivalent to indicating whether gaps appear or disappege bitangentjis right-handed, then we can swapndv; to
Using Proposition 9, the bitangent detector indicates Whigain one that is left handed; hence, we can always vjvrire it i
primitives split or merge, which is equivalent to knowing, -,nonical way. From now on, assume that the paiv; is

which gaps split or merge. o _always chosen so that the bitangent candidate is rightetand
Using these equivalences, one complication remains: theConsider the following strategy:

initial compounds are not given. This can be handled by
(incorrectly) assuming that there are no compounds. ng:%
implies that every active primitive can be assigned a unique
label. Clearly this is not accurate if they truly belong to a

compound that cannot be detected by the sensors initiallyescription: Supposer; andv; form a right-handed bitangent

However, this is not a problem because all active primitivegndidate. To determine whether there is a bitangent, thet ro

are initially assigned al Iabel..As the){ merge to form navigates tov;, DROFs the pebble, and navigates tg. If

cqmpounds, the resu_ltl_ng pursuit status is the same, with Oli, ) andh,(z) = 1, then B(4, j).

without correctly obtaining the initial compounds. | To learn the position ob; ; in the cut ordering, the robot
executes severalFoOLLOW actions repeatedly. Immediately
after it leavesv;, h,(x) becomes). The endpoint; ; is the

D. Solution Using Pebble Visibility Sensor first point afterv;, whereh,(z) = 1.

An even less powerful, but nonetheless sufficient sensor js! NiS allows the robot to find the position 6f ; relative to

a pebble visibilitysensorj,(z) : X — {0,1}. It is analogous the vertlces'oiE, but not to the cut endpoints. To determme the

to the evader detection sensor, yieldihg(z) = 1 if and exact ordering, the robot moves to each cut endpoih_at lies

only if the robot position and the pebble position are muyualOn the same edge as; and executes theFoLLOW action. If

visible in the environmenE. Such a sensor provides enougl@t @1y moment during this step (including the departuretpoin

information to find all bitangents and determine the logatio®) /»() = 1, thenb; ; is on the right ofc; otherwise,b; ; is

of bitangent endpoints in the cut ordering, therefore gy ©N the left ofc. _ _

Strategy 3 to be executed without the bitangent sensor. By replacingLFoLLow with RFOLLOW and vice versa, the
The approach proceeds by carefully studying the relatig@me method can be used to determine the positioby of
positions of points alongdE. For any s,t € OE, let Repeating these '_s'Feps for all _cand|date b|taqgents, thet rob

(s,t) denote the open interval G#E obtained by traveling €&n learn the positions of all bitangent endpoints.
counterclockwise froms to ¢. Similarly, let [s,¢] denote the
corresponding closed interval.
Let F(E) denote the set of all reflex vertices @. For Proposition 12 Using Strategy 4 the pursuer learns the posi-
any pairv;,v; € F(FE), let B(i, j) indicate whether there is ations of bitangent endpoints in the cut ordering.
bitangent between; andv;. Thus,B can be considered as a . ) )
binary-valued function or logical predicate. Proof:_ Thg method used in Strategy 4 to find the bitangent
The following proposition establishes a necessary (but n%@dpow_]ts 1S based on two facts. i
sufficient) condition forB(i, j): The f|rst'|s' that for any € (bi;,vi), pointss andwv; are not
mutually visible. Otherwise, the segment fromro »; would

Proposition 11 For any E € & and anyv;,v; € F(E), if intersect the bitangent line in two places, betwégnandwv;,
Y] 1 . . . .
B(i, 5), thenv; & (r;,£;) andv; ¢ (rs, £;). and also aw;, wh|ch_ is |mp033|ble._
The second fact is that there exigtg (v;,b; ;) such that
Proof: If B(i,j), then 9E must be tangent to the linefor all s € (t,b;;), the pointss andv; are mutually visible.
throughv; andv;, precisely aw; andv;. If v; € (r;,¢;), then The existence of such follows from the general position
the line throughv;, and v; is not tangent aw, (informally, assumption.

rategy 4 Locating bitangent endpoints

when looking fromv;, there is no gap anchored at). |
Similarly, if v; € (r;,¢;), then the line through; andv; is
not tangent av;. [ | The information provided by Strategy 4 is enough to

generate the same output as the bitangent sensor did in
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Proposition 14 For any E € &, anyv;,v; € F(E), and any
mutually visible pair of points, ¢ € OF such thats € [¢;, v;]
andt € [v;,v;], If B(4,7), thenb; ; € [s,v;].

Proof: The proposition follows from the simple fact that
the segment froms to ¢ must intersect the bitangent line
somewhere between; and v;. This implies thats must
hit OF before b; ;. Otherwise, the segment from to ¢
would intersect the bitangent line in two places, which is

geometrically impossible. |
Fig. 12. For any mutually visible points, ¢ € 9, for which ¢ € (v;,v;) Similarly, there is a symmetric equivalent that corresgond
ands € (¢;,v;), it follows thats € (¢;,b; ;), and thatb;; € (s, v;). to the other bitangent endpoirit; ;:

Section VI-C. Therefore, the following strategy has the esamprOpOS't'o'.1 .15 For.anyE.e €, anyvi,v; € F(E), and any
. mutually visible pair of points, ¢t € 0F such thats € [v;, ;]
property of completeness as Strategy 3:

andt € [v;,v,], If B(4,7), thenb;; € [v;, s].

Strategy 5 Pursuit with the pebble visibility sensor Now we can use Propositions 13 to 15 to obtain approximate
locations ofo; ; andb; ;. Let these be denoted as; € JF and
) ) lA)jyi € OF, respectively. Applying Proposition 13, we obtain
Execute Strate_:gy4to I_ocatg bltange_nt e_ndpomts. Nexc_ume an initial approximation Of;i,j — 0 or Bm' = ¢;, depending
Strategy 3 using obtained information instead of a bitahgeg}, which is closest ta; in counterclockwise order. Similarly,
sensor to determine split and merge events. we obtainb, ; = r; or b;; = r;, whichever is reached first
after traveling counterclockwise fromy.

These approximations can be improved by looking for any
E. Solution With No Special Sensors cuts that satisfy Proposition 14. Each cut is a candidate for

N turn to th iqinal . del. which the pair s, t, if either the reflex vertex or the cut endpoint
ow we return 1o the original sensing model, Which Wag, o ;, (vi,v5). Among all cuts that satisfy Proposition 14,

p.resente_d n SeCt'On lll. The only ad@uonal sensor 1S gqy the cut for whichs is closest forv; in counterclockwise
simple _blnary detection sensor of Section VI-A. It would b rder. In this case, |€&L_j — 5. Similarly, (;ji can be obtained
cqnvenlent tq follow the approach of Strategy 3; howev applying Propositidn 15 on every poésible cut. With these
without the bitangent sensor or pebble sensor, the pursuer, proximations, we now state the strategy for our original
unable to obtain information about split and merge evengensor model: ’
Nevertheless, based on information in the cut ordering, the
pursuer can reason about where bitangemigthtbe. For such
candidates, the pursuer also constructsapproximationto
the bitangent ray endpoints. Using this approach, the pursu
pretends that it receives all necessary bitangent infoomat
and applies a strategy similar to Strategy 3.
SupposeC'(i, j) for somev;,v; € F(E). If B(i,j), then
where could the bitangent endpoirts; andb; ; possibly lie
alongdE? It will be important to make a conservative approx-
imation. Upper bounds will be determined on their Iocation§n
A simple conservative bound is given by the following:

Strategy 6 Pursuit with the pebble and the contact sensors

Description: Strategy 3 is executed by assuming thdt, ;)
implies B(i, j) every time in the worst case and by using
andb;; instead ofb; ; andb; ;.

To argue the correctness of Strategy 6, first we introduce
e following lemma:

Lemma 16 For a single actionLFOLLOW, RFOLLOW, or
JuMP, the labeling of shadow components in Strategy 3 is
invariant with respect to the order in which inflections and
bitangents are crossed.

Proposition 13 For any E € £ and anyv;,v; € F(E), if
B(Z,]), thenbi_’j S [&,vi]ﬂ[ﬁjmi] andbj,i S [vj,ri]ﬁ[vj,rj].

Proof: If b; ; appears beforé;, then an edge incident to,
must be at least partially visible from;, which contradicts
the assumptionB(i, j). Similarly, if b, ; appears beforé;,
then an edge incident to; must be at least partially visible
from v;. Similar arguments apply faf; ;.

Proof: First we note that any appear or disappear event not
involved in a split or merge can be placed in any order without
affecting the labeling. Likewise, any disjoint merges olitsp
can be swapped.

Since therFoLLOW, LFOLLOW, and JUMP motions each
?Jroduce a linear motion, it is impossible to cross the same
bitangent ray or inflection more than once. Therefore, appea
and disappear events of the same primitive, as well as split

Using information from the cut ordering, a tighter boun
on the location of; ; can be obtained. See Figure 12.
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Fig. 13. Between any pair of reflex chains, there are at mostiitangents,
and the contributing reflex vertices are sorted fromo ~ alongdE as shown.

and merge events of the same compound can not occur simul-
taneously after execution of a single action. Consider now a
situation in which a single merge or split appears togethtr w
the appear or disappear event of the same primitive. Dueeto th
geometry of the inflections and bitangents used in Propositi (c) (d)

14, the appear or disappear event must occur before the mqf@.em. Computed example for pursuit-evasion. Shaded region shadow
event, and the appear or disappear event must occur afterrdg@ns in which an evader might be. Note that from (a) to (b tobot

split event. This guarantees that the order of such eventsiels along the boundary of a shadow region, neverthétessabeling of
fixed d t affect the labeli the shadow region cannot be updated until the action endsirés (c) and
Ixed, and can not afrect the labeling. (d) show the last steps of the plan.

Now consider there are multiple splits and/or merges which
occur during a single action. The order of multiple spliteslo

not matter; the same label propagates to the final companents ) ) ]
Similarly, the order of multiple merges does not mattdP’ Which there exists a guaranteed solution? The trouble

because all resulting components will share the same labeMith establishing completeness is that we have to consider
the end. The only difficulty appears if multiple merges occ@! po.ssmle. environments that could be ree}llzed from' a qut
together with multiple splits of the compounds consistiig @rdering. Since we have made a conservative approximation
the same primitives. However, this is not possible, since ¥ Pitangents, we must consider worst-case environmeit tha

approximation of a bitangent ray can cross a straight lif§alize as many bitangents as possible. Is it possible drat f
only once. Thus regardless of the crossing order, the iegult2anY cut ordering, all bitangent candidates are realized® Th

partition 7(A), after applying the action, is invariant. W  Was an open conjecture in [78], and the following propositio
implies that the conjecture is false:

Proposition 17 If Strategy 6 finds a pursuit plan, then theProposition 18 Between any pair of reflex vertex chains, there
strategy is correct. are at most four bitangents.

Proof: In the current setting, the order in which inflection®roof: See Figure 13. Consider two mutually visible discs,
and bitangents are crossed while executing a single actigrhich are approximated by numerous tiny edges and reflex
such asLFoLLOw, cannot be determined. Lemma 16 iyertices. Along the reflex chain of one disc, at most one of the
useful here, since it states that the labeling is invarialgft cuts can be tangent to the other disc. Likewise, at most
with respect to this order. Furthermore, all events due tme right cut can be tangent to the other disc. By symmetry,
inflection crossings are detected, as in Strategy 3. The otihgre are at most two more bitangents by considering left and
danger of having an incorrect plan is therefore associatéight cuts from the second disc to the first one. |
with bitangents. With a perfect bitangent detector, we have
Strategy 3, which always returns correct plans. In the etirre Thus, there may be numerous bitangent candidates that do
setting, merges may potentially be applied too liberallyot produce actual bitangents. It remains an interestirenop
For eachC(i,j) a merge is performed that approximateguestion to establish completeness of the strategy. We have
conservatively the set of potential locations for the evaddeen unable to construct an example for which a pursuit plan
This implies that if a plan forces all labels to zero, then thexists and the algorithm is unable to solve it.
evader cannot escape detection. | The pursuit-evasion strategy was implemented in simula-
tion. Two computed examples are shown in Figures 14, and
The only remaining question is whether the strategy 5. Using only the cut ordering and the strategy for pursuit-
complete: Does it return a solution for any cut orderingvasion, the robot generates the plan for finding all of the
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Tu u ¢ extended to accomplish each of these tasks for the case in
- W which E' is a polygonal region with arbitrarily many holes?

What if the number of holes is fixed in advance? Some recent

H work that uses models similar to ours shows how to count
= holes in such environments [70].
Fig. 15. Computed solution path for detecting the evaders. Numerous models can be studied by allowing uncertainties

in actuation and/or sensing. For example, what if there are
known probabilities associated with misclassifying e=4?

evaders in the environment. The computed solution paths Yf&€n the robot jumps, what if it does not precisely move in
shown. a direction parallel to the edge from which it departs? What
if the robot cannot even move in a straight line?

Another direction involves departing from polygonal mod-
els. In some sense, there is nothing particularly specialitab

This paper has developed and analyzed I-spaces associgtgtices. What kinds of models and solution can be developed
with a simple robot that follows walls, jumps from reflexin the case of a smooth environment? What if the environment
vertices, and carries a pebble. Each of Sections IV to V4 piecewise smooth? In such settings, we could use addition
presented problems that were progressively more cometicatmarkers or landmarks that could be arbitrarily placed in the
In Section IV, simple I-spaces arose from a robot that camvironment. Where do landmarks need to be placed and what
only follow walls and sense a fixed pebble. In that case, theeds to be sensed about them to accomplish to learn the
robot can count the number of vertices and how many timessitucture of the environment or perform pursuit-evasiaksa
wrapped around the polygon; however, without the pebble weSome standard questions arise, which are straightforward t
proved that it cannot even accomplish these tasks. In Sectformulate, but extremely challenging to address. What happe
V, the robot gained the ability to classify the vertex typayhen the robot is modeled as a rigid body, as opposed to
jump from reflex vertices, and also move a pebble. The catpoint? This brings configuration space obstacles into the
ordering was introduced as the precise characterizatiarhaf analysis. In the simplest case, the robot may be a disc, which
can be learned about the environment under this model.yfelds symmetries with respect to robot orientation. More
strategy for learning the cut ordering was presented and denerally, the robot may be a rotating polygonal body. A
method was proved to be complete in the sense that no furtiiiee dimensional version of the problems presented in this
information about the environment can possibly be acquirgdper can also be posed. In this case, we would be confronted
by the robot. In Section VI, the robot was equipped with awith the known complexity of three-dimensional visibility
additional sensor that enabled it to detect any evadersatieat computations [58], [64]. To further complicate matters,llwa
within its field of view. Assuming the existence of sensow thfollowing obtains a second degree of freedom; how can the
can determine bitangent structure, complete pursuiti@vasrobot be forced to reach a particular vertex?
strategies were presented in Sections VI-B and VI-C. EvenNumerous complexity questions arise in the context of this
without such sensors, Section VI-D introduced a compleigork. As sensing and actuation become simpler, how does the
pursuit-evasion algorithm that only needs to detect pebide complexity increase in terms of the number of actions and
ing the same visibility sensors that detects evaders,réthe@ the amount of computation? What are the precise upper and
requiring direct bitangent sensing. Finally, when we do n@wer complexity bounds for accomplishing the tasks in this
even give robot this ability, Section VI-E presented a pitisupaper? Understanding tradeoffs between sensing, adtyatio
evasion strategy that computes plans that are guarantéied toand computation are crucial to the development of robotic
any evaders; however, it remains an open problem to provedigstems that use reduced amounts of sensing and actuation.
completeness. Finally, there is the important connection between the pre-

Many other open questions and possible future reseamgnhted work and the development of robotic systems that can
directions remain. In terms of information spaces, two g&ine accomplish tasks with less information. The models used her
directions are: 1) developing filters, and 2) planning in lare inspired by the success of commercial systems such as the
spaces. It is important to develop minimalispmbinatorial Roomba vacuum cleaning robot. However, substantial work
filters that incrementally maintain small amounts of neagss remains to adapt the models and strategies presented in this
information using I-maps and derived I-spaces. These ctenpgaper. What adaptations to the models are most appropriate in
important statistics to solving tasks, but do not tell thbat experimental robot systems? What kinds of failures must be
how to move. Furthermore, these do not need to perforidgcounted for in practice? Can versions that take prolséibili
state estimation, as in classical filtering. Once such $iltegensing errors into account be developed?
are developed, the challenge is to develop planning stesteg
that manipulate derived I-states to accomplish some task.
The remainder of this section presents interesting filgerid*cknowledgments
and planning questions that extend naturally from the work This work was supported in part by the DARPA SToMP pro-
presented in this paper. gram (DSO HR0011-07-1-002), MURI/ONR Reduced Infor-

Consider the tasks that were solved across Sections IVnmation Spaces (N00014-09-1-1052), and NSF grant 0904501
VI. In what minimal ways does the robot model need to b@lS robotics).

VIl. CONCLUSIONS
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